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Abstract. In most instances, economic growth is accompanied by 
heightened emissions. Nevertheless, effective governmental governance 
can potentially ameliorate the adverse environmental ramifications of 
economic growth. In this vein, utilizing a case study of Bulgaria, this 
article seeks to investigate the links between GDP levels, emission levels, 
and the quality of governmental administration. This study utilizes annual 
data for Bulgaria spanning from 1996 to 2022. To derive the outcomes, the 
following methodologies were employed: correlation analysis; logarithmic 
transformation; Dickey-Fuller test calculation; determination of the first 
differences of logarithms for non-stationary time series; correlogram 
construction; Granger causality test calculation; and graphical analysis. 
The study revealed causal links from RL to CC and from METH to GE in 
the short term. Moreover, connections were identified from GDP to CC, 
from RL to CC, and from METH to GE. In the long term, causal links were 
observed from GE to VA, from PV to CO2E, from PV to METH, from RL 
to CO2E, from RL to VA, from VA to GE, from VA to GDP, and from 
CO2E to GE. In all cases, the links were unidirectional. No direct 
correlation was detected between GDP and emission levels, as well as 
between GDP and the quality of government regulation in the case of 
Bulgaria. All computations were conducted using the EViews 12 software. 

1 Introduction 
One of the primary indicators of economic development in any country is its Gross 
Domestic Product (GDP). Typically, GDP growth is directly linked to resource 
consumption. As a natural outcome of production processes and energy and raw material 
consumption, emissions into the atmosphere and water sources occur, leading to 
environmental pollution. In most cases, countries with higher levels of GDP production 
have more developed industries, which often coincide with higher levels of greenhouse gas 
emissions and other pollutants. However, such a dependency is not absolute.  
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For instance, contemporary economic trends increasingly focus on environmental 
efficiency and transitioning to clean energy sources. This may lead to a situation where 
economically developed countries commence reducing their emissions by employing 
innovative technologies and implementing policies that promote environmental 
sustainability. This entails investments in infrastructure upgrades and the advancement of 
resource-conserving technologies. Conversely, failure to do so may result in elevated 
pollution levels, adversely impacting public health and ecosystems. Consequently, this 
could escalate healthcare expenditures and environmental remediation efforts, thereby 
impeding economic growth. Furthermore, negative ecological externalities may exacerbate 
social and political tensions within society. 

It should be noted that government management plays a pivotal role in mitigating the 
negative impact of economic growth on the environment. Governments can establish 
regulations and standards to monitor emissions, impose fines for exceeding them, and 
incentivize companies to adopt clean technologies. Effective government management has 
the potential to create incentives for economic development based on sustainable resource 
utilization and environmental protection. Relevant government agencies can provide 
financial incentives or penalize enterprises depending on their compliance or violation of 
environmental standards. This can serve as a powerful incentive for companies to reduce 
emissions and implement cleaner production technologies. 

As a member of the European Union, Bulgaria is obliged to adhere to all EU 
environmental norms and standards. Adherence to stringent environmental standards often 
increases costs and reduces the competitiveness of goods in global markets [1]. Therefore, 
it is important for the country to strike a balance between implementing environmental 
principles and methods of production development, which may manifest in adhering to the 
concept of sustainable development [2, 3], implementing principles of circular economy [4-
6], and so forth. To develop effective tools for implementing environmentally oriented state 
policies, it is important to understand the mechanism by which economic development 
affects the environment and the opportunities for state regulation to reduce emissions of 
harmful substances. In this context, the aim of this article is to examine the characteristics 
of the relationship between GDP levels, emission levels, and the quality of government 
management using Bulgaria as a case study. 

2  Theory  
Research on the link between Gross Domestic Product (GDP) and emissions of harmful 
substances is a crucial topic in contemporary economic science. The level of economic 
development of a country influences the volume of emissions into the atmosphere, as the 
production of goods and services often involves the release of harmful substances. Studies 
indicate a direct correlation between GDP levels and emission volumes. Chopra et al. [7] 
determined a positive link between GDP and carbon footprint in China, the USA, India, and 
Japan. Sushchenko, Prokopishyna & Kozubova [8] emphasized the existence of a link 
between GDP growth and waste making. Han [9], focusing on China, India, Pakistan, and 
Kazakhstan, concluded that GDP has a nonlinear impact on CO2 emissions, while the link 
between political stability and CO2 emissions is statistically significant and negative. 

Often, developed countries exhibit higher emission levels due to the extensive resource 
requirements and reliance on hydrocarbon fuels for energy production and consumption. 
For instance, Mehmood et al. [10], in their study of G-11 countries, found that GDP growth 
adversely affects environmental quality in both the short and long term. They argue that 
governments should focus efforts on reducing CO2 emissions.  
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However, with technological advancements and the transition to cleaner energy sources, 
this trend is beginning to change. As noted by Cui et al. [11], in some cases, economic 
development can be compatible with low carbon emissions. 

There are methods to reduce harmful substance emissions while GDP grows, such as 
implementing clean technologies, improving environmental standards, and incentivizing 
environmentally responsible production. For instance, in a study examining the link 
between CO2 emissions and GDP, the influence of GDP on CO2 emissions was found to be 
insignificant for 37 OECD countries [12]. Espoir, Sunge & Bannor [13] concluded that 
economic growth does not have a significant impact on CO2 emissions in 47 African 
countries in the short term. 

The interest in research on the link between GDP and emissions of harmful substances 
underscores the necessity of finding a balance between economic development and 
environmental protection to ensure sustainable societal progress. It is worth noting that 
countries with more transparent governance typically have more effective strategies for 
reducing emissions and implementing environmental protection measures. For instance, 
Ronaghi, Reed & Saghaian [14] identified a direct correlation between carbon dioxide 
emissions and GDP, and an inverse relationship with the governance index using OPEC 
countries as a case study.  

Researchers highlight the crucial role of governments in regulating greenhouse gas 
emissions reduction efforts. Similarly, Szetela et al. [15] noted that countries with better 
governance indicators experience a faster reduction in CO2 emissions. Jain & Kaur [16] 
determined a negative link between democracy and environmental quality while observing 
a positive correlation between economic growth and carbon dioxide emissions in Asian 
countries. In MENA countries, GDP, control of corruption, political stability, rule of law, 
voice and accountability, as well as government effectiveness, contribute to increased CO2 
emissions, while regulatory quality does not affect CO2 emissions [17]. 

The quality of governance positively influences environmental performance indicators 
(EPI), and EPI, in turn, have a positive impact on environmental quality for 107 developing 
countries and 39 Belt and Road Initiative (BRI) countries [18]. Similarly, Huang et al. [19] 
reached similar conclusions, indicating that institutional quality positively affects the 
environment in 47 BRI countries by promoting the adoption of environmentally sustainable 
industrialization methods. GDP growth significantly increases carbon emissions, while 
institutional quality contributes to improving environmental quality [20]. 

3 Material and methods 
This study utilizes World Bank [21] data for Bulgaria spanning from 1996 to 2022 (with a 
sample size of 27 observations). As an indicator of economic development, the study 
employs GDP per capita. The effectiveness of government management is assessed using 
The Worldwide Governance Indicators [22]. Emissions data are sourced from Climate 
Watch Historical GHG Emissions [23]. The indicators, logarithms of indicators, first 
differences of logarithms, as well as their respective symbols, are presented in Table 1. 
Place the figure as close as possible after the point where it is first referenced in the text. If 
there is many figures and tables, it might be necessary to place some before their text 
citation. 
To obtain the final results, the study employs the following methods: correlation analysis; 
logarithm transformation; Dickey-Fuller test calculation; determination of the first 
differences of logarithms for non-stationary time series; construction of correlograms; 
Granger causality test calculation; graphical method. 
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Table 1. Indicators and their symbols. 

Indicator Symbol Logarithm First differences 

GDP per capita (current US$) GDP lgGDP DlgGDP 

Control of Corruption CC lgCC DlgCC 

Government Effectiveness GE lgGE DlgGE 

Political Stability and Absence of 
Violence/Terrorism 

PV lgPV DlgPV 

Regulatory Quality RQ lgRQ DlgRQ 

Rule of Law RL lgRL DlgRL 

Voice and Accountability VA lgVA DlgVA 

CO2 emissions (metric tons per capita) CO2E lgCO2E DlgCO2E 

Methane emissions (metric tons of CO2 
equivalent per capita) 

METH lgMETH DlgMETH 

Nitrous oxide emissions (metric tons of 
CO2 equivalent per capita) 

NOXE lgNOXE DlgNOXE 

4 Research results 
The realization of the research objective entails the acceptance or refutation of the 

following hypotheses: 
H1 – There exists a correlation between GDP and the quality of governance; 
H2 – There exists a correlation between GDP and emission levels; 
H3 – There exists a correlation between the quality of governance and emission levels. 

To assess the presence of linear dependencies between the indicators, an analysis was 
conducted, resulting in the construction of a correlation matrix (Table 2). 

Table 2. The correlation matrix of the analyzed indicators. 

  GDP CC GE PV RQ RL VA CO2E METH NOXE 

GDP 1,00          
CC -0,36 1,00         
GE -0,12 0,45 1,00        
PV 0,06 0,08 0,01 1,00       
RQ 0,60 0,28 0,13 0,00 1,00      
RL 0,46 0,27 0,28 0,40 0,75 1,00     
VA -0,41 0,52 0,02 -0,02 0,29 0,23 1,00    
CO2E -0,11 0,03 -0,26 -0,28 0,07 -0,25 0,58 1,00   
METH -0,93 0,18 -0,07 -0,08 -0,77 -0,66 0,27 0,19 1,00 
NOXE 0,60 -0,09 0,32 -0,28 0,37 0,15 -0,38 -0,09 -0,53 1,00 

Note: The noted correlations are significant at the level p <,05000 
Source: Author's calculations were performed using Eviews 12 software. 

Table 2 shows that the strongest correlation is observed between GDP and the indicators 
RQ and NOXE, while the correlation with METH is strongly negative.  
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Additionally, there is a high statistically significant negative correlation between METH 
and RQ, as well as METH and RL. The indicators CO2E and VA demonstrate a moderate 
correlation. It is worth noting that the correlation analysis provides general insights into the 
existence of relationships between the analyzed indicators. 

For a clearer representation of the links between the analyzed indicators, all the time 
series were transformed into logarithmic form during the research process. Unlike the initial 
data, which had different units of measurement, logarithmic series are presented within a 
unified range, allowing for more accurate comparisons. Additionally, since the indicators of 
governance management quality range from -2.5 to 2.5, before the logarithmic 
transformation, their values were adjusted to a positive scale by adding 2.5 to each indicator 
value (resulting in a scale of indicators ranging from 0 to 5). On Figure 1, the dynamics of 
the logarithms of the analyzed indicators are presented. 

 
Fig. 1. The dynamics of the logarithms of the analyzed indicators. 
Source: Author's calculations were performed using Eviews 12 software. 

 
Figure 1 demonstrates that the time series plots of the indicators exhibit trend components. 
Therefore, to remove the trends, the study further employs the first differences of the 
logarithms of the indicators (Figure 2).  
The first differences of logarithms approximate the rates of change of the variables. Figure 
2 demonstrates that in the dynamics of the first differences of the logarithms of the 
analyzed indicators, the presence of trend components is no longer evident. Next, it is 
necessary to test the time series for stationarity. To do this, the authors of the study employ 
the Augmented Dickey-Fuller (ADF) Unit Root Test. The ADF test is conducted for each 
time series separately. 
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Fig. 2. The dynamics of the first differences of the logarithms of the indicators. 
Source: Author's calculations were performed using Eviews 12 software. 

 
The results of the Dickey-Fuller test for the logarithms of the indicators and their first 
differences are presented in Table 3.  

Table 3. The results of the Dickey-Fuller test. 

Indicator  
The p-value for the 

logarithm of the 
indicator (lg) 

The p-value for the first 
difference of the logarithm 

of the indicator (Dlg) 
GDP 0.8112 0.0021 
CC 0.0885 0.0015 
GE 0.1168 0.0000 
PV 0.0011 0.0066 
RQ 0.2046 0.0421 
RL 0.0028 0.0007 
VA 0.8473 0.0003 
CO2E 0.2198 0.0017 
METH 0.0737 0.0004 
NOXE 0.3371 0.0005 

Source: Author's calculations were performed using Eviews 12 software. 

 
The result of the Dickey-Fuller test is the obtained test statistic value and the critical values 
of the MacKinnon τ-statistic. If the Dickey-Fuller test statistic is greater than the critical 
value at the 1%, 5%, and 10% significance levels, the time series is considered non-
stationary. The results of the calculations (Table 3) indicate that the majority of the time 
series of the logarithms of the indicators (except lgPV and lgRL) are non-stationary. 
Therefore, for further analysis, the study utilizes the first differences of the logarithms of 
the indicators. The calculation of the Dickey-Fuller test for the time series in the scale of 
the first differences of the logarithms showed that the transformed series are stationary 
(Table 3). 
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The next stage of the study involves constructing plots of the autocorrelation (correlogram) 
and partial autocorrelation functions for the logarithmic time series and their first 
differences (Figures 3-12). 

Fig. 3. The autocorrelation (ACF) and partial autocorrelation (PACF) functions for the logarithm and 
the first difference of the logarithm of the variable GDP. 

Source: Author's calculations were performed using Eviews 12 software. 

Fig. 4. The autocorrelation (ACF) and partial autocorrelation (PACF) functions for the logarithm and 
the first difference of the logarithm of the variable CC. 

Source: Author's calculations were performed using Eviews 12 software. 

 

Fig. 5. The autocorrelation (ACF) and partial autocorrelation (PACF) functions for the logarithm and 
the first difference of the logarithm of the variable GE. 

Source: Author's calculations were performed using Eviews 12 software. 

Sample: 1996 2022
Included observations: 27

Autocorrelation Partial Correlation AC  PAC  Q-S

1 0.890 0.890 23.
2 0.767 -0.123 42.
3 0.670 0.059 56.
4 0.550 -0.184 67.
5 0.417 -0.111 73.
6 0.288 -0.098 76.
7 0.173 -0.025 77.
8 0.085 0.036 77.
9 0.005 -0.039 77.

10 -0.067 -0.031 78.
11 -0.132 -0.082 79.
12 -0.182 -0.018 80.

Sample (adjusted): 1997 2022
Included observations: 26 after adjustments

Autocorrelation Partial Correlation AC  PAC  Q-S

1 0.126 0.126 0.4
2 0.062 0.047 0.5
3 0.160 0.150 1.3
4 0.048 0.010 1.4
5 0.041 0.021 1.5
6 -0.173 -0.215 2.6
7 -0.336 -0.331 6.9
8 -0.333 -0.341 11.
9 -0.139 -0.075 12.

10 0.020 0.223 12.
11 -0.220 -0.014 14.
12 -0.195 -0.150 16.

Sample: 1996 2022
Included observations: 27

Autocorrelation Partial Correlation AC  PAC  Q-S

1 0.685 0.685 14.
2 0.315 -0.291 17.
3 0.122 0.088 17.
4 0.049 -0.012 17.
5 0.080 0.118 18.
6 -0.022 -0.288 18.
7 -0.217 -0.152 19.
8 -0.410 -0.266 26.
9 -0.466 -0.018 36.

10 -0.384 -0.098 43.
11 -0.249 0.067 46.
12 -0.079 0.140 46.

Sample (adjusted): 1997 2022
Included observations: 26 after adjustments

Autocorrelation Partial Correlation AC  PAC  Q-S

1 0.258 0.258 1.9
2 -0.199 -0.284 3.1
3 -0.293 -0.180 5.8
4 -0.196 -0.135 7.1
5 0.261 0.298 9.4
6 0.212 -0.062 11.
7 0.142 0.180 11.
8 -0.099 -0.118 12.
9 -0.290 -0.079 15.

10 -0.258 -0.286 18.
11 -0.215 -0.236 21.
12 0.119 -0.026 21.

Sample: 1996 2022
Included observations: 27

Autocorrelation Partial Correlation AC  PAC  Q-S

1 0.387 0.387 4.5
2 0.135 -0.017 5.0
3 -0.220 -0.313 6.6
4 -0.242 -0.065 8.6
5 -0.321 -0.187 12.
6 -0.199 -0.077 13.
7 -0.046 0.034 13.
8 0.007 -0.122 13.
9 -0.087 -0.236 14.

10 -0.025 0.000 14.
11 -0.107 -0.198 14.
12 0.026 0.007 14.

Sample (adjusted): 1997 2022
Included observations: 26 after adjustments

Autocorrelation Partial Correlation AC  PAC  Q-S

1 -0.281 -0.281 2.2
2 0.065 -0.015 2.4
3 -0.051 -0.040 2.5
4 0.020 -0.005 2.5
5 -0.201 -0.212 3.9
6 -0.035 -0.171 3.9
7 0.020 -0.041 3.9
8 0.069 0.059 4.1
9 -0.085 -0.075 4.4

10 0.115 0.017 5.0
11 -0.239 -0.279 7.8
12 0.076 -0.104 8.1
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Fig. 6. The autocorrelation (ACF) and partial autocorrelation (PACF) functions for the logarithm and 
the first difference of the logarithm of the variable PV. 

Source: Author's calculations were performed using Eviews 12 software. 

 

lgRQ DlgRQ 

Fig. 7. The autocorrelation (ACF) and partial autocorrelation (PACF) functions for the logarithm and 
the first difference of the logarithm of the variable RQ. 

Source: Author's calculations were performed using Eviews 12 software. 

 

lgRL DlgRL 

Fig. 8. The autocorrelation (ACF) and partial autocorrelation (PACF) functions for the logarithm and 
the first difference of the logarithm of the variable RL. 

Source: Author's calculations were performed using Eviews 12 software. 

Sample: 1996 2022
Included observations: 27

Autocorrelation Partial Correlation AC  PAC  Q-S

1 0.484 0.484 7.0
2 -0.079 -0.408 7.2
3 -0.284 -0.051 9.8
4 -0.321 -0.217 13.
5 -0.417 -0.372 19.
6 -0.342 -0.153 23.
7 -0.013 0.001 23.
8 0.189 -0.176 25.
9 0.198 -0.082 27.

10 0.180 -0.043 28.
11 0.228 0.068 31.
12 0.102 -0.077 31.

Sample (adjusted): 1997 2022
Included observations: 26 after adjustments

Autocorrelation Partial Correlation AC  PAC  Q-S

1 0.286 0.286 2.3
2 -0.234 -0.344 4.0
3 -0.255 -0.083 6.1
4 0.004 0.057 6.1
5 -0.190 -0.384 7.3
6 -0.296 -0.178 10.
7 -0.027 0.033 10.
8 0.124 -0.203 11.
9 0.132 0.064 11.

10 0.086 0.036 12.
11 0.183 0.060 13.
12 0.081 0.029 14.

Sample: 1996 2022
Included observations: 27

Autocorrelation Partial Correlation AC  PAC  Q-S

1 0.733 0.733 16.
2 0.515 -0.047 24.
3 0.375 0.031 29.
4 0.234 -0.087 30.
5 0.057 -0.175 31.
6 -0.070 -0.061 31.
7 -0.144 -0.033 32.
8 -0.168 0.025 33.
9 -0.156 0.038 34.

10 -0.163 -0.068 35.
11 -0.184 -0.093 37.
12 -0.210 -0.106 39.

Sample (adjusted): 1997 2022
Included observations: 26 after adjustments

Autocorrelation Partial Correlation AC  PAC  Q-S

1 0.437 0.437 5.5
2 0.152 -0.048 6.2
3 0.033 -0.020 6.2
4 0.257 0.318 8.4
5 0.227 -0.006 10.
6 0.172 0.044 11.
7 0.008 -0.066 11.
8 -0.121 -0.205 11.
9 -0.061 0.046 12.

10 -0.023 -0.073 12.
11 0.073 0.108 12.
12 -0.057 -0.064 12.

Sample: 1996 2022
Included observations: 27

Autocorrelation Partial Correlation AC  PAC  Q-S

1 0.485 0.485 7.0
2 0.306 0.093 10.
3 0.077 -0.135 10.
4 -0.094 -0.148 10.
5 -0.017 0.141 10.
6 -0.144 -0.162 11.
7 0.125 0.307 11.
8 -0.046 -0.289 11.
9 -0.077 -0.028 12.

10 -0.088 -0.049 12.
11 -0.203 -0.037 14.
12 -0.011 0.091 14.

Sample (adjusted): 1997 2022
Included observations: 26 after adjustments

Autocorrelation Partial Correlation AC  PAC  Q-S

1 -0.398 -0.398 4.6
2 0.274 0.137 6.9
3 0.006 0.188 6.9
4 -0.251 -0.287 8.9
5 0.436 0.299 15.
6 -0.548 -0.326 26.
7 0.386 0.083 32.
8 -0.110 0.163 32.
9 0.008 0.069 32.

10 0.152 -0.151 33.
11 -0.356 -0.069 39.
12 0.337 0.003 45.
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lgVA DlgVA 

Fig. 9. The autocorrelation (ACF) and partial autocorrelation (PACF) functions for the logarithm and 
the first difference of the logarithm of the variable VA. 

Source: Author's calculations were performed using Eviews 12 software. 

 

lgCO2E DlgCO2E 

Fig. 10. The autocorrelation (ACF) and partial autocorrelation (PACF) functions for the logarithm 
and the first difference of the logarithm of the variable CO2E. 

Source: Author's calculations were performed using Eviews 12 software. 

lgMETH DlgMETH 

Fig. 11. The autocorrelation (ACF) and partial autocorrelation (PACF) functions for the logarithm 
and the first difference of the logarithm of the variable METH. 

Source: Author's calculations were performed using Eviews 12 software. 

Sample: 1996 2022
Included observations: 27

Autocorrelation Partial Correlation AC  PAC  Q-S

1 0.841 0.841 21.
2 0.696 -0.038 36.
3 0.472 -0.354 43.
4 0.311 0.056 47.
5 0.182 0.081 48.
6 0.097 -0.037 48.
7 0.039 -0.032 48.
8 -0.013 -0.057 48.
9 -0.136 -0.353 49.

10 -0.256 -0.123 52.
11 -0.365 0.079 58.
12 -0.403 0.079 67.

Sample (adjusted): 1997 2022
Included observations: 26 after adjustments

Autocorrelation Partial Correlation AC  PAC  Q-S

1 -0.082 -0.082 0.1
2 0.282 0.277 2.6
3 -0.028 0.012 2.6
4 -0.128 -0.225 3.1
5 -0.023 -0.045 3.1
6 -0.201 -0.114 4.6
7 0.045 0.047 4.7
8 0.135 0.248 5.4
9 -0.118 -0.163 6.0

10 0.101 -0.108 6.5
11 -0.183 -0.120 8.1
12 0.122 0.159 8.9

Sample (adjusted): 1996 2020
Included observations: 25 after adjustments

Autocorrelation Partial Correlation AC  PAC  Q-S

1 0.406 0.406 4.6
2 0.014 -0.181 4.6
3 -0.034 0.040 4.6
4 0.035 0.047 4.7
5 -0.169 -0.263 5.6
6 -0.184 0.013 6.8
7 -0.068 -0.002 7.0
8 -0.226 -0.330 9.0
9 -0.171 0.132 10.

10 0.085 0.123 10.
11 0.053 -0.253 10.
12 -0.204 -0.118 12.

Sample (adjusted): 1997 2020
Included observations: 24 after adjustments

Autocorrelation Partial Correlation AC  PAC  Q-S

1 -0.035 -0.035 0.0
2 -0.323 -0.325 2.9
3 0.048 0.024 3.0
4 0.244 0.159 4.9
5 -0.186 -0.169 6.0
6 -0.219 -0.134 7.7
7 0.138 0.026 8.4
8 -0.081 -0.236 8.6
9 -0.121 -0.030 9.2

10 0.142 0.118 10.
11 0.108 -0.018 10.
12 -0.096 0.018 11.

Sample (adjusted): 1996 2020
Included observations: 25 after adjustments

Autocorrelation Partial Correlation AC  PAC  Q-S

1 0.852 0.852 20.
2 0.714 -0.045 35.
3 0.609 0.042 46.
4 0.508 -0.046 55.
5 0.376 -0.171 59.
6 0.285 0.061 62.
7 0.219 0.006 64.
8 0.092 -0.268 64.
9 -0.014 -0.003 64.

10 -0.085 -0.019 65.
11 -0.146 -0.054 66.
12 -0.233 -0.103 69.

Sample (adjusted): 1997 2020
Included observations: 24 after adjustments

Autocorrelation Partial Correlation AC  PAC  Q-S

1 -0.170 -0.170 0.7
2 -0.316 -0.355 3.6
3 0.175 0.049 4.5
4 0.336 0.322 8.0
5 -0.235 -0.033 9.8
6 -0.180 -0.104 10.
7 0.155 -0.077 11.
8 0.275 0.226 14.
9 -0.086 0.227 15.

10 -0.115 0.075 15.
11 0.143 -0.017 16.
12 -0.027 -0.279 16.
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lgNOXE DlgNOXE 

Fig. 12. The autocorrelation (ACF) and partial autocorrelation (PACF) functions for the logarithm 
and the first difference of the logarithm of the variable NOXE. 

Source: Author's calculations were performed using Eviews 12 software. 

From Figures 3-12, it can be observed that the analyzed time series of logarithms of 
the variables are non-stationary (except for lgPV and lgRL), while the series in the first 
differences of the logarithms of variables are stationary. Additionally, the dynamics of 
the transformed time series are characterized by constant fluctuations around zero, 
indicating their stationarity. The correlogram and partial autocorrelation function plots 
also decay with increasing t(2) after several initial values. Thus, the majority of the 
analyzed time series are non-stationary in logarithmic terms but demonstrate stationarity 
when converted into the first differences of the logarithms of variables. 

The next stage of the study involves determining causal links between the examined 
indicators of time series in the first differences of logarithms. Causal analysis, unlike 
correlation analysis, allows for the identification of the direction of causality between the 
analyzed variables. To achieve this goal, the Granger causality test was employed in the 
study. 

The Granger causality test is sensitive to the number of lags, denoted as 'm'. 
Therefore, the tests were conducted for lags m = 2; 3; 4; 5; 6. The maximum number of 
lags, m = 6, was chosen because the minimum sample size for some indicators is 24 
values, and the number of lags for analysis should not exceed the number of observations 
divided by 4. 

To determine the presence of causal relationships between the analyzed indicators, the 
values of the F-statistic and the corresponding probability (p-value) are considered. To 
reject the null hypothesis 'A is not the cause of changes in B' at the 5% significance level, 
the p-value for the corresponding pair of indicators should be less than 0.05. 

Table 4 provides a visual representation of the direction of causality between the 
analyzed indicators in the first difference of logarithms. 

As shown in Table 4, in the short term, there is a one-way causal relationship from RL to CC 
and from METH to GE. With an increase in the number of lags, a relationship is observed from 
GDP to CC, from RL to CC, and from METH to GE. In the long term, there is a causal relationship 
from GE to VA, from PV to CO2E, from PV to METH, from RL to CO2E, from RL to VA, from 
VA to GE, from VA to GDP, and from CO2E to GE. In all cases, the relationship is one-way. 
Analysis of the relationship's characteristics shows that among all indicators of government 
quality, Political Stability and Absence of Violence/Terrorism has a causal influence on emissions 
in Bulgaria in the long term. 
 
 
 

Sample (adjusted): 1996 2020
Included observations: 25 after adjustments

Autocorrelation Partial Correlation AC  PAC  Q-S

1 0.630 0.630 11.
2 0.319 -0.128 14.
3 0.051 -0.161 14.
4 -0.103 -0.055 14.
5 -0.106 0.067 14.
6 0.096 0.287 15.
7 0.181 -0.044 16.
8 0.160 -0.098 17.
9 0.055 -0.074 17.

10 -0.144 -0.164 18.
11 -0.117 0.283 19.
12 -0.123 -0.159 20.

Sample (adjusted): 1997 2020
Included observations: 24 after adjustments

Autocorrelation Partial Correlation AC  PAC  Q-S

1 -0.096 -0.096 0.2
2 -0.039 -0.049 0.2
3 -0.185 -0.196 1.3
4 -0.241 -0.298 3.1
5 -0.277 -0.430 5.6
6 0.208 -0.036 7.1
7 0.180 0.045 8.3
8 0.200 0.081 9.9
9 -0.024 -0.093 9.9

10 -0.216 -0.285 12.
11 0.031 0.172 12.
12 -0.096 0.106 12.
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Table 4. The interpretation of the Granger causality test for the causal link between variables in the 
first differences of logarithms. 

Lag 
 

Iindicator 

m=2 m=3 m=4 m=5 m=6 

GDP   GDP → CC   
CC      
GE     GE → VA 

PV    PV → CO2E 
PV → METH 

PV → CO2E 
PV → METH 

RQ      
RL RL → CC RL → CC RL → CC RL → CO2E RL → VA 
VA    VA → GE VA → GDP 
CO2E    CO2E → GE  
METH  METH → GE METH → GE   
NOXE      

Additionally, the Rule of Law affects carbon emissions levels, while carbon emissions levels 
affect Government Effectiveness. It is worth noting that no direct relationship was found between 
GDP and emissions levels, as well as between GDP and the quality of government regulation in the 
case of Bulgaria. 

5 Discussion 
On one hand, the pursuit of economic growth and prosperity leads to increased production 
and consumption, which in turn increases emissions and environmental pollution. On the 
other hand, government policies aimed at reducing emissions and protecting the 
environment may restrict economic growth and the competitiveness of companies. Thus, 
there is a dilemma between the need to ensure economic development and the protection of 
the environment. To address this issue, a comprehensive approach is required, which 
includes the development of effective environmental standards, incentivizing innovation 
and the use of new technologies, as well as improving the system of government 
management, including industrial ownership [24]. The example of Germany and China 
demonstrates that as economies grow, emissions can both increase and decrease [25]. Since 
in Bulgaria, the growth of real GDP per capita was accompanied by an increase in carbon 
emissions up to a threshold value of 5.8%, followed by a decrease in emissions, Todorov & 
Angelova [26] suggest that the country needs to achieve a minimum real economic growth 
per capita of 5.8% to achieve a reduction in carbon emissions. 

An important role in balancing economic growth and reducing emissions is played by 
government management. For example, Khan Q.R. [27] a notes that the development of 
political mechanisms is crucial, as effective governance has a significant positive impact on 
reducing CO2 emissions in the APEC region. One of the important mechanisms available 
to the government is the introduction of economic instruments aimed at stimulating 
environmentally friendly technologies and processes. In addition, the government also takes 
a series of regulatory measures aimed at controlling and reducing emissions of harmful 
substances into the atmosphere, water, and soil. Regulation of production activities, 
implementation of quality standards and environmental norms, as well as environmental 
monitoring, all contribute to limiting the negative impact of economic growth on the 
environment. 
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6 Conclusion 
High-quality government management can contribute to sustainable GDP growth, 
increased income levels, and improved quality of life for the population, as well as the 
implementation of effective environmental policies. Reliable institutions and efficient 
rules create a favourable environment for business, investment, and innovation in the 
country.  

At the same time, corruption and ineffective legislation can create uncertainty for 
businesses and investors, hindering economic development. Additionally, government 
management plays a crucial role in controlling emissions and protecting the 
environment. Its effectiveness depends on a variety of factors, including the strictness 
of standards, transparency of processes, and efforts to combat corruption. Therefore, 
studying the interplay between the quality of government management, its impact on 
GDP, and environmental indicators is highly relevant.  

The study revealed significant disparities in Bulgaria between GDP, indicators of 
government management quality, and emission levels, both in the direction of their 
relationship and in its strength, with some cases even showing a complete absence of 
correlation. 

When testing hypothesis H1 regarding the link between GDP per capita and the 
quality of government management, a statistically significant positive correlation was 
found between GDP and Regulatory Quality, along with a moderate negative 
correlation from GDP to Voice and Accountability. Additionally, calculations 
revealed a causal link from GDP to Control of Corruption, indicating that economic 
growth influences corruption in Bulgaria. However, the correlation between GDP and 
indicators of government management quality was not observed in all cases, 
suggesting insufficient utilization of governmental mechanisms to stimulate economic 
growth. 

Testing hypothesis H2 regarding the potential link between GDP and emissions 
levels revealed a strong negative correlation between GDP and Methane emissions, as 
well as a significant positive correlation between GDP and Nitrous oxide emissions. 
This suggests that economic growth in Bulgaria is accompanied by an increase in 
Nitrous oxide emissions. Therefore, the government of the country should develop 
effective tools to reduce this type of emissions. However, Granger causality analysis 
did not reveal a causal relationship between GDP and emissions levels in Bulgaria. 

Testing hypothesis H3 regarding the potential link between indicators of 
government quality and emissions levels was confirmed through correlation 
coefficient calculations for pairs of indicators, such as: VA and CO2E (significant 
positive correlation); RQ and METH (significant negative correlation); RL and METH 
(significant negative correlation). Additionally, Granger causality analysis revealed a 
causal relationship from PV to METH and CO2E; from RL to CO2E; and from CO2E 
and METH to GE. This confirms that measures of government quality influence 
emissions levels, and emissions levels ultimately impact Government Effectiveness. 

Thus, the study confirms that good quality of government regulation can contribute 
to reducing emissions and improving environmental quality, while also positively 
impacting the pace of economic growth in Bulgaria. In this context, the development of 
policy instruments by the Bulgarian government aimed at ensuring sustainable 
economic growth while considering environmental goals represents a promising 
direction for further scientific research. 
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